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Fukuoka University introduction

A Private university
» 84™ anniversary in May 2018
+  Connected to internet in 1993

A Location: Fukuoka City
Fukuoka Prefecture, JAPAN
1 The city we had APRICOT 2015
A 9 faculties
(31 departments) A s T
R ccess BN
A 10 graduate courses [ESYASEY / P
(33 specialties) S
A Approximately 21,000 =%
students 5000 km
A  Attached facilities P
+ Hospital: 3

+  High school: 2
+Junior high school: 1 2
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Objectives

A Determine cause of NTP traffic and
discuss firmware with broadband router

developers
A Reduce NTP traffic




A
Background

A Commenced a public NTP service in October
1993 at Fukuoka University

A First public NTP service using GPS In Japan
+ 133.100.9.2
+ 133.100.11.8

A Posted NRequest of NT
bulletin board named 2channel (Ni-channel.
Japanese online forum) on January 20 2005

1 Approximately 900 NTP requests per second
+  Bandwidth approximately 2Mbps
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Network configuration diagram

A Until August, 2015 » D

AS2907

A NTP servers were el v
located In

router router

FireWall FireWall
| ab 0] ra‘[o ry | (Active) | | (Standby) |
( R N\ ( R N\
+ Ed ge of cam pus ﬁib‘vﬂim | (13 cs),\l:vtgh) )

network : |
. . bﬁlﬁin%ﬁng
+ Traffic increases [ j
momentarily every
hour on the hour
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Incident case

A

>

>

8Mbps rate-limiting for NTP wasiiiaSiaad S

already configured at the BGP router 'lrecplecr

connecting to AS4713 AS2907 AS4T1B
: To address an issue of high CPU A
load on firewalls due to a huge BGP
number of NTP retry packets from router
clients while NTP servers were
stopped for maintenance . 0S 8Mbbps
: No rate-limit at the BGP router A O D
connecting to AS2907
Friday, February 14t 2014 : -
. Third incident related to the NTP (ng\‘j\}gh) }
service happened (total 4 troubles) S

NTP traffic through AS2907 -
. ach Each

was increased, and caused building building

hlgh CPU load on firewalls L2 sutch L2 switch
Introduced 8Mbps rate-limiting at the

BGP router connecting to AS2907

) Internet connectivity was restored
even though itads
usual

NTP Servers

Fukuoka University
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QoS IR QoS 8Mbps

Incident case (2)

A Saturday, February 15 s
1 the next day AS2907 AS47
A The BGP router connecting (L2 gwich ]
to AS4713 went down e
1 QoS handling on the router
was software-based, caused FireWall
high CPU load on the router | (Active) |
A Installed a new L2 switch to ) .
perform hardware-based e
1 restored the router without QoS ﬁ j
~ . ., . buildin buildin
A Set 8Mbps rate-limiting L2 switch L2 suitch
for NTP traffic on both
links

NTP Servers

Fukuoka University
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Traffic during network failure

N

A

raffic
through
AS2907 to
AS18148
Increased to
approximately
135Mbps
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Traffic during network failure
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Summary until August, 2015

A NTP service fallures cause a huge amount
of retry packets, and that causes firewall
failures

1 Must continue to reply NTP packets

A 8Mbps bandwidth limit for NTP traffic on
both links to upstreams
+  The average NTP traffic subsequently

exceeded 8Mbps

A At that time, we were unable to ascertain what the
bandwidth would be

+  Drop NTP packets or change bandwidth limit
level, when trouble occurs

11
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Current network diagram

A Changed on
September, 2015

Operating NTP
servers In Information
Technology Center

+  To avoid high CPU
load on firewalls, we
moved NTP servers
outside of the firewalls

'l rcplcr
AS2907 AS4713

A818148
BGP BGP
router ) router

L2 switch )
for NTP

FireWall

Router Router
(L3 switch) (L3 switch)
— _

Each Each
building building
L2 switch switch
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NTP Network configuration diagram

A load distribution by
oad balancers oo

A Increased public NTP NN
servers from 2 to 4 In | rﬁfjtzr ] rggtgr |
consideration of load
and redundancy . .

A2 Ostratum
1 These are not open to i

public, serving for Q’ 1 E’
clients in the campus | ™ sz - e

Stratum?2
NTP Server NTP Server
0 n Iy Stratuml Stratuml
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133.100.11.8 Traffic

To OCN - Traffic - VLAN 1100 %
200 k .
£ 700 k 4
g 500 k A
: 500 k m
U 400 k =
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< 1eo k
@ _ _ _ i _ _ i _ i _ i i _ i
Mon 09 Wed 11 Fri 13 Sun 15 Tue 17 Thu 19 Sat 21
From 2018/04/08 09:09:00 To 2018/04/22 09:09:00
B Inbound Current: 743.59 k  Average: 704,71 k guld it
B Outbound Current: 733,67 k Average: 698,92 k| Maximum: 853.80 k
To SINET - Traffic - VLAN 1100 %
160 k .
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€ Fukuoka University

Sloforneation BETwork SINET operated by National Institute of Informatics ﬁg ﬁ 9{
é CoopueenNetwork OCN operated by NTT Communications Corporation




e
AHAXE

133.100.9.2 Traffic

To_OCN - Traffic - VLAN 500 E
200 M =
2 4
o 150 H B
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£ s0M
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] . . : g - g g y g g g g g g
Mon 09 Wed 11 Fri 12 Sun 15 Tue 17 Thu 19 Sat 21
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E Inbound Current: 182.42 M  Average: 181,97 M gl Ul fit = &
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A
Current traffic (Number of packets)

40 7 &p

31}\ \ | I f?ﬂ

20 a0

10 90

L.
Qe 100 L4 Connections
iiins 301,936 Packet /s !!
I —~ 2
S+ 2I—F=| Bits/sec: 36193229
L4 Conns/sec:
L7 Conns/sec: ]
L7 Trans/sec: 0
55L Conns/sec: 0
IP NAT Conns/sec: 0 16
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Analyze using ntopng and ElasticSearch

A Top 10
ranking of
NTP
request

A Capturing
data from
February
281 2018 to
March 27t
2018

A Vietham
ranked 19t

Other countries
and regions
29%

W CN

w BR

AR

W us

wDE

W ES

)

LGB

NL

L PL

Other countries
and regions
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Why Is it so popular in the world?

A written In manual as setting example
1 Network devices such as L2, L3 switch
1 Multifunction device, etc.

Example

Configure the system time mode as NTP, the time zone is UTC-12:00, the

primary NTP server is |133.100.9.2] and the secondary NTP server is

139.78.100.163, the fetching-rate is 11 hours:
TL-SG3424(config)# system-time ntp UTC-12:00§ 133.100.9.2§139.79.100.163
11
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Why Is It so popular? (2)

A | temnbedded as default setting

A TL-WR/Z40N(TP-LINK one of device

I




